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Abstract

Financial supervisors as well as financial intermediaries increasingly rely on AI. However, little remains known about the scope and pervasiveness of this evolution.

There is emerging evidence of financial supervisors relying on AI to monitor financial intermediaries. Using annual reports as a benchmark, we show that the European Central Bank as well as French and German financial supervisors started referring to AI-use in 2017, with their principal brethren following up in 2018 and 2019. However, the provision of AI-specific information dried-up in 2020 and 2021.

There is also evidence of financial intermediaries using AI for risk management and compliance purposes. This is especially noticeable in the contractual, litigation and sentencing areas. However, the available data remains circumstantial, making it hard to quantify the magnitude of this evolution.
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1 ABSTRACT

Financial supervisors as well as financial intermediaries increasingly rely on AI. However, little remains known about the scope and pervasiveness of this evolution.

There is emerging evidence of financial supervisors relying on AI to monitor financial intermediaries. Using annual reports as a benchmark, we show that the European Central Bank as well as French and German financial supervisors started referring to AI-use in 2017, with their principal brethren following up in 2018 and 2019. However, the provision of AI-specific information dried-up in 2020 and 2021.

There is also evidence of financial intermediaries using AI for risk management and compliance purposes. This is especially noticeable in the contractual, litigation and sentencing areas. However, the available data remains circumstantial, making it hard to quantify the magnitude of this evolution.

Key Words: compliance, financial supervision, investor protection, systemic risk, use of artificial intelligence.
2. **Financial Risks and AI**

Fundamentally, financial supervision aims at minimizing the impact of financial crisis (systemic risk) and protecting investors against intermediary-specific hazards (systematic risk). Properly implemented, this approach should strengthen the soundness of financial institutions and boost investor confidence.

1. From a practical perspective, *systemic risks* are difficult to deal with.

To begin with, they include many variables—from liquidity, leverage, concentration, and size factors, to interactions between market participants and regulators. In addition, their materialization (a financial crisis) tends to be determined by the way initial losses are handled.

The 2008 credit crisis provides a good example of the difficulties one faces when it comes to preventing single institution failures from evolving into a breakdown of the entire financial system. Central banks had to inject trillions of dollars in credit markets to prevent them to collapse in the face of falling asset prices.

2. To prepare for such contingencies, financial supervisors *model the interactions* among financial actors in financial crisis situations. On that basis, they adjust the design of regulatory barriers to entry via market access authorization and capital requirements.

Admittedly, many financial risks remain not well known or simply not recognized – including so-called “elephants in the room”.\(^1\) This has led policymakers to focus on limiting the build-up of systemic risks and the management of its manifestation rather than on adopting preventive measures. For example, the 2008 credit crisis prompted G-20 nations to

---

reform the so-called Basel capital requirements and to constrain the use of internal models to calculate them.

However, these are minimal requirements and they only apply to internationally active banks. More importantly, they raise moral hazard and scope issues. To begin with, their drafters are the very entities that guarantee bank liabilities. In addition, adopting a global approach to financial market regulation may well exacerbate rather than diminish risk. Finally, the requirements rely on a risk-weighting system that ignores the magnitude of accumulated risks.

3. **Systematic risks** are dealt with via compliance requirements that target intermediary-specific hazards.

Here too, banks are subject to capital requirements for market, credit and operational risk. In addition, retail investors are protected by so-called rules of conduct, that subject financial intermediaries to information requirements as well as duties of care and loyalty.

4. Policy-makers are increasingly aware of the role artificial intelligence can play for both systemic and systematic purposes.

Basically, artificial intelligence (a term coined by John McCarthy in 1956) relies on computer algorithms that improve automatically through experience (machine learning). Artificial intelligence (AI) technology is progressively put to use in the private sector as well as in the supervisory area.

When it comes to financial supervision, AI-use is expected to decrease regulatory enforcement costs while providing technology-advanced players with opportunities to game the regulatory system.²

---

5. There is specific evidence of financial intermediaries increasingly relying on AI. For example, 70% of financial firms report the use machine learning to predict cash flow events, adjust credit scores and detect fraud. More recently, they have started to rely on AI for risk management, trading, portfolio management, advisory services and compliance purposes.

Here, we will assess financial intermediaries’ use of AI based on surveys and evidence in the contractual, intellectual property and litigation area.

When it comes to financial supervision, we will evaluate AI-use by tracking references to AI in annual supervisory reports. This is a somewhat embryonic way to proceed. However, the approach is appropriate in view of the emerging nature of AI-technology making it relatively easy to identify whether or not AI is being used.

6. On the downside, AI may have a highly disruptive effect on the economy and society. In particular, some warn that AI-use could lead to the creation of super firms – hubs of wealth and knowledge –, which could have detrimental effects on the wider economy.

AI-use may also widen the gap between developed and developing countries, and boost the need for workers with certain skills while rendering others redundant. This trend could have far-reaching consequences for the labor market, in particular by pushing down wages. Experts also warn of its potential when it comes to increasing inequality and shrinking the tax base.

---


3. **USE OF AI BY FINANCIAL PLAYERS**

As indicated above, supervisory authorities’ references to AI in their annual reports is an indicator of their AI-use (Section 3.1). When it comes to financial intermediaries, AI-use will be evaluated based on surveys and sector-specific information (Section 3.2).

### 3.1 SUPERVISORY ANNUAL REPORTS

There is almost no reference to AI in annual supervisory reports for the years prior to 2016.

One can reasonably infer from this omission that supervisory authorities did pay no or limited attention to AI, respectively did not deem their AI-use worth a mention in their annual reports.

By contrast, there is evidence of increasing AI-reliance in 2017-2020 supervisory reports. This Section ‘quantifies’ this evolution on the basis of AI cites.

1. Various global organizations with supervisory influence or activities started mentioning AI with their 2019 Annual Reports (Table 1).

   In particular, the Bank for International Settlements (BIS), mentioned AI twice in its 2019 report and five times in its 2020 report.

   Similarly, the International Organization of Securities Commissions (IOSCO) referred to AI seven times in its 2019 report and six times in its 2020 report.

   On the other hand, organizations such as the World Bank and the Financial Stability Board have yet to mention AI in their annual reports.
2. For their part, the European Central Bank (ECB) and the European Banking Authority (EBA) have slowly but increasingly referred to AI since 2018, respectively 2019 (Table 2).
3. At the EU Member state level, overall AI cites have also been increasing. Financial authorities in Germany and France refer to AI more often than the EBA and ECB, whereas Italy, the Netherland and Spain are more in line with the latter institutions (Table 3).

![Table 3: AI Cites by EU MS Financial Supervisors](image-url)
When it comes to European states that are not EU Members, the picture is similar for the UK, but significantly below the EU 2017-2020 average for Switzerland (Table 4).

Table 4: AI Cites by Swiss and UK Financial Supervisors

<table>
<thead>
<tr>
<th>Financial Authority</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bank of England</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>FCA</td>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prudential Reg Authority</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swiss National Bank</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FINMA</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. When it comes to Asia, AI mentions by financial supervisors also essentially occur over the 2018-2020 period. China was a rather prolific contributor, especially by comparison to India (Table 5).

Table 5: AI Cites by Chinese, Indian and Malaysian FS

<table>
<thead>
<tr>
<th>Financial Authority</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>People's Bank of China</td>
<td>6</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>China Securities Commission</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaysia Central Bank</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malaysia Securities Commission</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reserve Bank of India</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>India Securities Commission</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
On the other hand, Australian and Singaporean financial supervisors have proved rather minimalist in mentioning AI.

6. In North America, the US Federal Reserve Board (Fed) has recently significantly increased the references to AI in its financial supervision reports. This evolution goes hand-in-hand with US banks using AI in a growing number of areas, in particular fraud monitoring, customer service, trading, and loan underwriting.
By contrast, the Securities and Exchange Commission (SEC) mentioned AI once (2017) in its Enforcement Reports and twice (2017 and 2019) in its Financial Reports. It did not refer to AI in its 2020 and 2021 Reports.

The Fed’s AI references are in line with its increasing importance from a monetary and banking perspective. On the other hand, the SEC’s (recent) omissions are surprising. Given its investor protection mission, one would expect the SEC to significantly rely on AI for enforcement purposes; yet, the SEC did not mention AI in its 2020 Report, even though it undertook 715 enforcement actions during the reporting period.

Unlike US authorities, Canada’s Office of the Superintendent of Financial Institutions did not mentioned AI at all in its 2015-2019 Annual Reports. However, it alluded to the completion of a survey of AI use by financial institutions in its 2019-2020 Annual Report.

In short, while they may remain parsimonious, AI references are getting more numerous in financial supervisors’ Annual Reports.
3.2 Private Sector Evidence

3.21 Industry Level AI Reliance

The public sector evolution is in line with, and possibly driven by the private sector increasingly relying on AI.

For example, a 2021 survey shows that AI is used to conduct business by 51% of Asia Pacific respondents, whereas 82% of European, Middle East & African respondents perceive AI as a core component of their business strategy.\(^5\) A leading professional services firm is thus expecting AI-use to generate a 14% raise in global GDP by 2030.\(^6\)

To be sure, these numbers are not necessarily representative of the situation at the enforcement or industry level. For example, a 2019 study by the Association of Certified Fraud Examiners found that a mere 13% of the surveyed companies were using AI to tackle financial crime.

More generally, the time and utility values of AI still differ significantly across industries. Marketers are heavy users of AI, with 61% of them identifying AI as the most important aspect of their data strategy. AI use is still in development mode in the automotive, telecom and financial services sectors, with around 30% of firms having adopted one or more AI technologies. This percentage drops to 12% for the travel and tourism industries, which are among the least digitized sectors.

Looking forward, Table 9 quantifies the sectorial impact of AI technologies for the 2017-2030 period.

---


Table 9: AI Impact 2017-2030 / Index Scores by Industries

<table>
<thead>
<tr>
<th>Industry</th>
<th>Personalization</th>
<th>Time Saved</th>
<th>Utility/Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, Utilities and Mining</td>
<td>1.0</td>
<td>2.0</td>
<td>3.1</td>
</tr>
<tr>
<td>Manufacturing and Construction</td>
<td>1.9</td>
<td>1.7</td>
<td>3.7</td>
</tr>
<tr>
<td>Consumer Goods, Accommodation and Food services</td>
<td>2.9</td>
<td>2.6</td>
<td>3.1</td>
</tr>
<tr>
<td>Transports and Logistics</td>
<td>3.4</td>
<td>2.9</td>
<td>3.0</td>
</tr>
<tr>
<td>Technology, Media and Communications</td>
<td>2.2</td>
<td>2.6</td>
<td>3.1</td>
</tr>
<tr>
<td><strong>Financial and Professional Services</strong></td>
<td><strong>2.8</strong></td>
<td><strong>2.4</strong></td>
<td><strong>3.5</strong></td>
</tr>
<tr>
<td>Health, Education and Other Public and Personal Services</td>
<td>4.3</td>
<td>3.0</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Source: PwC, *The Macro-Economic Impact of AI (February 2018)*.

3.22 Firm Level AI Reliance

AI is expected to become play an increasingly pervasive role, moving from being a contributor to operations to driving revenues.  

1. For example, a 2019 survey by the Bank of England and the Financial Conduct Authority shows that 57% of financial intermediaries are using AI applications for risk management and compliance purposes. Similarly, there is evidence of AI already replacing humans when it comes to


processing loan applications, advising clients, engaging in financial trading or detecting fraudulent transactions.\textsuperscript{10}

2. Financial market participants generally face data availability, quality, privacy and processing as well as reconciliation challenges.

This is an environment where AI can significantly contribute to the conduct of business and compliance. For example, AI is already allowing for the automation of 64\% of data collection and 70\% of data processing tasks.\textsuperscript{11}

3. Fundamentally, this means that financial market participants are increasingly able to move from largely historical analysis to continuous monitoring and, ideally, real-time decision making.

At the same time, using AI requires financial market participants to 1) engage into significant technology investments and 2) adopt a scientific approach to dealing with large, unstructured data sets.

4. From a practical perspective, AI support is gradually permitting executives to allocate more time to complex issues and to areas where human judgment matters. Conversely, they can largely rely on data-driven mechanisms for the taking of routine and frequent transactions.

The same is true for auditors, a key component of the supervisory chain: they increasingly rely on AI to perform financial robustness and compliance investigations.\textsuperscript{12}

\begin{flushleft}
\textsuperscript{10} Chi Chan et al., \textit{AI Applications in Financial Services} 2019, available at \url{www.oliverwyman.com}.


\end{flushleft}
More generally, the across-the-board use of AI for financial reporting purposes,\(^\text{13}\) is allowing auditors to move from manually collected/historical information analysis to continuous monitoring that feeds real-time decision-making (Table 9).

![Table 9: Distribution of Audit Effort](image)


5. As for any technological revolution, doubts are still lingering about the benefits of AI-use across the board.

However, one should not under-estimate the positive spillover effects of AI-use. For example, there is survey evidence of managers in AI-relying firms to be more receptive to audit adjustments when auditors rely on AI.\(^\text{14}\)

---


6. More specifically, there is evidence of AI playing an increasing role when it comes to contracts. Here, the freedom to contract principle, which extends to contract amendment and enforcement, tends to facilitate this extension.

Admittedly, AI-reliance could further polarize asymmetrical relationships,\textsuperscript{15} in particular when it comes to ‘weaker parties’ such as consumers and employees.

However, this risk is manageable by mandating the use of standardized AI-software for contract drafting and amendment.

7. AI-driven decision-making is also gaining ground in the intellectual property and competition area.

Hence, the US Patent and Trademark Office is currently automating its patentability assessment process. AI-identification of those patent applications most likely to succeed should reduce the examiner’s information disadvantage and the room for error, while enabling her to focus on the most value-adding submissions.\textsuperscript{16}

Similarly, antitrust authorities more and more rely on AI to oversee market behavior.\textsuperscript{17}

8. Finally, and most importantly, AI is increasingly relevant in the compliance and litigation area—even though the dominant view still is that

\textsuperscript{15} See e.g. Florian Martin-Bariteau and Marina Pavlovic, \textit{AI and Contract Law}, in Florian Martin-Bariteau & Teresa Scassa Eds., Artificial Intelligence and the Law in Canada (Toronto 2021).


technology cannot fully replace the human perspective in the area of judgment.\textsuperscript{18} For example, UNESCO is offering an online AI-course to engage judicial operators around the world in a discussion about AI-use and its impact on the rule of law.\textsuperscript{19}

More specifically, there is evidence of US judges switching from checking sentencing guidelines to taking into account a software-driven recommendation.\textsuperscript{20} The next step could be the replacement of judicial by AI sentencing,\textsuperscript{21} due to its decision consistency and recidivism prediction advantages.\textsuperscript{22}

Similar debates took place in England and Wales,\textsuperscript{23} but there they resulted in the 2020 Sentencing Act forbidding computerized sentencing.


\textsuperscript{19} See https://en.unesco.org/artificial-intelligence/mooc-judges.


By contrast, AI-sentencing is paid less attention in so-called 'civil law' jurisdictions.\(^{24}\) This could be due to the continued predominance of penal codes granting courts a larger degree of discretion.\(^{25}\)

In any event, AI already facilitates discovery analysis\(^{26}\) and case outcomes prediction.\(^{27}\) Moreover, it is making arbitration more affordable, thus providing a commonly available alternative to courts.

9. This evolution raises the question of AI’s overall adjudication role. Should AI become the default litigation mechanism or be limited to judicial guidance?\(^{28}\)

This debate is already ongoing when it comes to criminal cases.\(^{29}\) For some, AI could generally substitute judges, whereas others suggest we first get a better understanding of the unfair outcome risks.

More generally, there is an awareness of AI-driven law enforcement potentially affecting citizens’ rights across-the-board.\(^{30}\)


4. REGULATORY DEVELOPMENTS

The European Commission (EC) is the first governmental body to issue draft regulation specifically targeting the use of AI.

1. For the EC, AI must be regulated to ensure its compatibility with fundamental rights and facilitate enforcement actions. Its 2021 Proposal complements the General Data Protection Regulation and aims at promoting trust in the use of AI for public administration.

More specifically, the Proposal deals with AI systems according to their level of risk: *ex ante* conformity assessments for high-risk systems, compliance with transparency requirements for lower-risk systems.

---

AI systems providing ‘Know Your Customer’ tools, or designed to assess the creditworthiness of individuals, are considered high-risk systems. The Proposal thus subjects their operators to risk management, cybersecurity and human oversight requirements.

Operators should also provide borrowers and investors with comprehensive disclosure, in particular when it comes to data accuracy and quality, governance, traceability and robustness.

2. The EC Proposal is facing significant criticism. Credit institutions, in particular, object to having their AI-systems verified by supervisory authorities that are not subject to third party validation for their own AI-systems.

The objection is valid: if they are not properly ‘trained’, supervisory AI-systems may misunderstand market movements. This risk is especially relevant for 1) the detection of subtle differences among human participants and 2) differentiating ‘active’ contributors from ‘passive’ followers. Hence, third party validation is definitely worth considering.

There is also evidence of firms across industries having difficulties to bring their AI-systems up to operational speed. In a 2020 McKinsey survey, 48% of the firms were acknowledging regulatory-compliance risks and merely 38% reported to be actively working on addressing them.

However, the up side is that those firms expecting the highest returns from AI are also the ones most engaged in risk-mitigation practices, which may contain operational risks within acceptable parameters.


34 McKinsey, Global Survey, The State of AI in 2020,
3. The EC Proposal is also criticized for its ‘cognitive bias’ provisions only dealing with logic, probability reasoning and heuristic failures.

This is a valid point too. It could make sense to complement the Proposal with provisions on stereotyping (associating a characteristic with a group), bandwagon (do something primarily because others do) and priming (exposure to one stimulus influences the response to a subsequent stimulus).

4. From an overall perspective, it remains prudent to constrain supervisory use of AI. To begin with, the relevant data may not yet be available.

More importantly, status quo preferences may bring policymakers to frame AI-driven supervision in ways that favor risk avoidance over risk seeking.

Humans can tackle this type of ‘bounded rationality’ issues. On the other hand, given the multitude of behavioral factors that systematically affect

---


Whether cognitive biases reflect errors in judgment or rational deviations from logical thought is controversial; see e.g. Gerd Gigerenzer, How to Make Cognitive Illusions Disappear: Beyond Heuristics and Biases, 2 European Review of Social Psychology 83 (1991).


managerial choices, AI-driven systems are not yet\textsuperscript{39} capable of fully mimic humans. In other words, the cognitive abilities of AI systems still differ from those of biological systems.\textsuperscript{40}

5. This ‘imperfection’ has its advantages. In a non-AI world, managerial ego and over-confidence often leads banks to take exposures that affect their sensitivity to a financial crisis,\textsuperscript{41} whereas investor risk aversion increases in the wake of financial crises.\textsuperscript{42}

AI-driven systems being immune to such cognitive distortions, they are good candidates for mitigating them.

Similarly, there is evidence of financial supervisors engaging in herding behavior\textsuperscript{43} and collectively underestimating the probability that observed outcomes merely reflect good luck.\textsuperscript{44}

Here again, these cognitive effects can be mitigated by AI-driven systems.

\textsuperscript{39} See Daniel Kahneman, \textit{Comment on Artificial Intelligence and Behavioral Economics}, in Ajay Agrawal, Joshua Gans, and Avi Goldfarb Eds., \textit{The Economics of Artificial Intelligence: An Agenda} (2019).


6. Operational risk, i.e. the risk of loss due to inadequate internal processes or external events, is another candidate for AI-driven regulation.

At the present time, business line managers are generally in charge of dealing with this risk. However, financial intermediaries also rely on autonomous risk management units and independent reviews.

AI-driven systems permit to replace this so-called “three lines of defense” model with a one-step “consider the opposite” approach.

Conceptually, this procedure should make managers aware of their cognitive bias. In practice, however, elaborate training methods are still needed to ensuring for the mitigation of this bias.

4. THE FUTURE OF AI-DRIVEN SUPERVISION

AI-driven decision-making remains prone to erroneous assumptions, build-in bias, data incompleteness and validation deficiencies.

These deficiencies result in AI-driven supervision remaining incomplete. However, human supervision is incomplete too. In addition, AI-driven supervision has a higher completeness potential than human supervision.

---


47 See Baruch Fischoff, Debiasing, in Daniel Kahneman, Paul Slovic, and Amos Tversky (Editors), Judgment under Uncertainty: Heuristics and Biases, 1982 Cambridge University Press 422.

1982 Richard P Larrick, Debiasing, in Derek J. Koehler and Nigel Harvey (Editors), 2004 Blackwell Handbook of Judgment and Decision Making 316.

It logically follows that the supervisory role of AI will continue to increase. The open question is: up to which point?

For political and uncertainty reasons, we can expect supervisory authorities to retain strategic, review and ‘scandals’ competences. Beyond that, the financial ‘supervision’ universe is up for grabs.
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